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Self Organizing Neural Networks for Financial Diagnosis.
ABSTRACT

A complete Decison Support System (DSS) for financid diagnosis based on Sdf Organizing
Feature Maps (SOFM) is described. Thisisaneural network mode which, on the basis of the information
contained in a multidimensona space -in the case exposed, financid ratios- generates a space of lesser
dimensons. In this way, Smilar input patterns -in the case exposed, companies- are represented close to
one another on a map. The neurd network has been complemented and compared with multivariate
datisticd models such as Linear Discriminant Andyss (LDA), as wel as with neurd modes such asthe
Multilayer Perceptron (MLP). As the principa advantage, this DSS provides a complete analyss which
goes beyond that of the traditiona models based on the congtruction of a solvency indicator also known as
Z score, without renouncing smplicity for the find decison maker.

Keywords:

SAf Organizing Festure Maps, Neural Networks, Kohonen Maps, Financid diagnoss,
Bankruptcy Prediction.



1. Introduction

Financid analyss has developed a large number of techniques amed a helping decison makers
such as potentia investors and financid anadysts. The multivariate statisticadl models represent a great
advance when compared to those which study each variable separately. However, traditional Satigticd
modds, despite their undoubted ussfulness, are not free of problems which make their application difficult
in the firm. Amongst these problems we find the difficulty of working with complex datisticad models, the
redtrictive hypotheses that need to be satisfied and the difficulty of drawing conclusons by non-specidists
in the matter.

To overcome these problems, the tools provided by Artificid Intelligence have shown themsdlves
to be most appropriate for business management, given that the philosophy from which they soring is
different, namdy to help in the taking of decisons by smplifying the task of the find user, in such a way
that comprehensive technologica knowledge is not required from the decision maker. Expert Systems, the
maost well known branch of Artificid Intdligence, has emerged with this same am in mind. Having said that,
after thirty years of study, these systems are not bearing the fruit expected of them in areas such as the
evaudion of the solvency of an entity. Ther high cog, the difficulty in obtaining the knowledge of a
secidig, as well asin managing incomplete or incorrect information, and their limited flexibility in the face
of change, are given as the causes of ther limited gpplication. Artificid Neura Networks, a newer
paradigm for Artificid Intelligence, are multivariate mathematical models that can be eedly integrated in a
DSS, and could offer very interesting advantages for immediate gpplication in the financia diagnosis of the
firms

The Multilayer Perceptron (MLP) with Back Propagation training is the most popular neural model
and has dready been used in a variety of disciplines, including Accounting, Finance and Banking [2, 14,
15, 16, 17 and 18]. The Multilayer Perceptron belongs to the supervised neura networks, that isto say, it
IS necessary to provide the modd with some input variables and the desired output. Thus it is comparable
to Linear Discriminant Analyss (LDA) or Logit Andyss. These modds, neura or datidtica, provide a
solvency indicator, so known as Z score, which can be used to infer the probability of bankruptcy of a
firm. However, this indicator is not dways sufficient in the decison making process. Recently Mar-
Moalinero and Ezzamel [12] and Mar-Molinero and Serrano-Cinca [13] have proposed the use of another
multivariate datigical technique, namdy Multidimensgond Scading (MDS) as a complement to the
traditiona Statisticad models based on Z andysis. MDS visudly classifies bankrupt and solvent firms, so
that the decison making process is enriched and more intuitive.

In this paper we take as Sarting point the work of Serrano-Cincaand Martin-del-Brio [10, 11 and
16] who propose Self Organizing Feature Maps (SOFM) as atoal for financia andysis. An SOFM isan
unsupervised neural mode!; it is only necessary to provide it with input data and it then makes a grouping of
the same. It is related, therefore, to statisticd models such as Principa Component Anadysis (PCA),
Multidimensond Scding (MDS) or Hierarchicd Cluster Andysis (HCA). The paper is organised in the
following way. Section 2 is devoted to a description of SOFM. In Section 3 we describe the use of
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SOFM in this context, gpplying it to a study of bankruptcy. In Section 4 we integrate SOFM into a DSS
designed to help in the taking of decisonswith LDA and MLP. The conclusons are set out in Section 5.

2. Sdf Organizing Feature Maps

In this Section we describe the SOFM. This neurd system was developed in its present form by
Kohonen [7 and 8] and thus they are dso known as Kohonen Maps. It has demondtrated its efficiency in
redl domains, including clustering, the recognition of patterns, the reduction of dimensions and the
extrection of features. Any persond computer with a link to Internet can access the server
cochl ea. hut . fi (130.233.168.48) which is resdent in Finland. This file contains software and over
one thousand bibliographica references on published papers on the subject of SOFM.

The SOFM mode is made up of two neura layers. The input layer has as many neurons as it has
variables, and its function is merdly to capture the information. Let m be the number of neuronsin the input
layer; and let n¢*ny the number of neurons in the output layer which are arranged in a rectangular pettern
with x rows and y columns, which is caled "the map". Each neuron in the input layer is connected to each
neuron in the output layer. Thus, each neuron in the output layer has m connexions to the input layer. Each
one of these connexions has a synaptic weight associated with it. Let wjj the weight associated with the
connexion between input neuron i and output neuron j. Figure 1 gives a visud representation of this neurd
arrangement.
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Figure 1. Self Organizing Neural Network with m neuronsin theinput layer and ny* ny neuronsin the output layer. Each

neuron in the output layer has m connexions wij (synaptic weights) to theinput layer.

SOFM tries to project the multidimensiona input space, which in our case could be financid
information, into the output space in such a way that the input patterns whose variables present smilar
values appear close to one another on the map which is created. Each neuron learns to recognise a specific
type of input pattern. Neurons which are close on the map will recognise amilar input patterns whose
images therefore, will appear close to one another on the created map. In this way, the essentid topology
of the input space is preserved in the output space. In order to achieve this, SOFM uses a competitive
dgorithm known as "winner tekes dl".

Initidly the wjj's are given random vaues. These vaues will be corrected as the agorithm
progresses (training). Training proceeds by presenting the input layer with financid ratios, one firm a a
time. Let i, bethe vaue of ratio i for firm k. This ratio will be read by neuron i. The agorithm takes each
neuron in the output layer a atime and computes the Euclidean disance as a similarity measure,

i) =~ [ ? (- Wi

The output neuron for which d(j,k) is smalest is the "winner neuron’. Let such neuron be k*. The
dgorithm now proceeds to change the synaptic weights w; in such a way that the distance dj k") is
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reduced. A correction takes place, which depends on the number of iterations aready performed and on
the absolute vaue of the difference between ri, and wijk. But other synaptic weights are dso adjusted in
function to how near they are to the winning neuron K and the number of iterations that have aready
taken place.

The procedure is repeated until complete training stops. Once the training is completed, the
weights are fixed and the network is ready to be used. From now on, when a new pattern is presented,
each neuron computes in parald the distance between the input vector and the weight vector thet it stores,
and a competition starts that is won by the neuron whose weights are more smilar to the input vector.
Alternatively, we can congder the activity of the neurons on the map (inverse to the distance) as the
output. The region where the maximum activity takes place indicates the class that the present input vector
belongs to. If anew pattern is presented to the input layer and no neuron is stimulated by its presence the
activity will be minima, and this means that the pattern is not recognized. In this case, the possibility of re-
traning a map with new data without requiring starting from scratch has to be contemplated. This is a
procedure suggested by Kohonen [7] and adapted by Martin-del-Brio and Serrano-Cinca[10] who give
full detalls

3. Proposed Method of Work with SOFM for the Analysis of Company Failure.

Figure 2 describes the habitua working procedure followed with the Saf Organizing Feature Maps
neurd modd. The type of task which we can carry out is varied: bond rating, credit scoring, falure
prediction, etc. On this occasion our am is to develop a mode to detect corporate failure. The data base
used in our paper is found in the work of Rahimian, Singh, Thammachote and Virmani [15]. This practica
case has been chosen because there are a number of previous empirica studies with which to compare our
results, namely Odom and Sharda [14] and Wilson and Sharda [18] using LDA and another neural model,
MLP, and Rahimian, Singh, Thammeachote and Virmani [15] who propose a series of improvementsto the
MLP and aso andyse another neura modd, the Athena.



Task to be solved

Selecction of Development of
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Mapl. Location of every pattern in the map

Mapll. Response of every neuron
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Map V. Absolute value of weights
MapV. Regions

MapVI. Clusters

Figure 2: Proposed method of work with Self Organizing Maps.

The data base contains five financid ratios taken from Moody's Industrid Manua from 1975
through to 1985 for a total of 129 firms, of which 65 are bankrupt and the rest are solvent. In the work
carried out by [14, 15 and 18] the sample was randomly divided into two groups, the first made up of 74
firms, used for training and the second of 55, used for testing the models. We have proceeded in the same
way in this study. Table 1 contains the ratios employed, which coincide with those sdected by Altman [1].
It is necessary to carry out, a priori, a satistica analyss of the variables, discarding those that do not
possess discriminatory power. For this purpose we have used a discriminant analyss, discarding non
dgnificant variables by means of a univariate F-ratio andyss, which is summarised in Table 1. The
discriminatory power of each one of the ratios can be clearly seen. Thus, ratio number 5 has low capecity
to discriminate between solvent and bankrupt firms, and so it was decided not to include it in the modd.
Ratios 2 and 3 present the greater discriminatory power.

Financial Ratio Wilks Lambda F-ratio  Sgnificance
R1  Working Capita/Total Assets 0.82 15.57 0.0002
R Retained Earnings/Total Assets 0.59 50.09 0.0000
R3 Earnings Before Interest and Tax/Total Assts 0.57 54.44 0.0000
R4 Market Vaue of Equity/Total Debt 0.92 6.16 0.0154
Rs Sdes/Total Assets 0.98 1.46 0.2314

Table 1. Financia ratios employed, Wilks Lambda and Univariate F-ratio with 1 and 72 degrees of freedom. Ratio number

5 has low capacity to discriminate between solvent and bankrupt firms.



The next stage was to develop a neurd architecture in accordance with those ratios. The number of
neurons and the chosen similarity measure depend on how the information is presented. A neurd network
with 4 neurons in the input layer was chosen, that is to say, the same number as the number of ratios we
have available to us, and 144 neurons in the output layer arranged in a 12+ 12 square grid in order to
adequately accommodate the 74 patterns in our data base. Given the non-supervised character of the
agorithm employed, it is not necessary to indicate whether the firm is solvent or not. The input variables
have been standardized to mean zero and variance 1. If there is little to choose between two particular
firms on the bass d ther financid Structure, any measure of amilarity that may be cdculated will take a
amal vaue, and if two firms have diverse financid Structures, any measure of amilarity will take a large
vaue. Although it is possible to think of many ways of comparing individud firms, the eesiest way to do it
is to caculate the Euclidean distance between firms using standardised ratios as variables. The advantage
of proceeding in this way is that the pardldism with Principd Component Andyss (PCA) and
Multidimensond Scaing (MDS) ismaintained [3].

Once the variables and the input patterns have been sdlected, we are in a pogtion to start training.
After atime, which will depend upon the specific computer system used, we obtain the first results. Figure
3a) shows where each pattern is Situated on Map | at the end of the training phase. This map serves to
obtain a first approximation of the different regions which appear. Two large zones can be noted, one
corresponding to the solvent firms (1 to 36) and the other made up of the bankrupt firms (37 to 74). These
neurons have been rounded to ddimitate the bankrupt zone. Empty spaces appear on this firs map
because there are more neurons than patterns, so that the regions cannot be traced with complete
precison. In response to this we have obtained Map 11 (Figure 3b) which shows the patterns which most
activate or simulate esch neuron. Here it is possible to ddlimitate with greater clarity those regions which
have appeared on the map, because dl the neurons are simulated in the presence of the ratios of one or
other firm. These maps are called S&lf-Organizing Solvency Maps, and were discussed earlier in [10 and
16].



L] DTG ] O ] O (] (2] (2] (2]
GUEUEDUELELE
eUeUeeELEL
QIRCINEINOINIERINE
OULUOLU®® R LLEL]
LUUUOOOO® L EELE
GOUOULOEO R ELLL |
|:| |:| |:| |:| E| () Bankrupt Companies
|:| |:| |:| |:| |:| |:| Solvent Companies
LeOUOUUUOROLE
U®Hee® UL
CIRIRICIRICINICINICINIE

30| (16 [16] |32 [31| [25] |28 [12

[}

1

11 (11] [22] [22] |12

10 (10] |27 |34

N
©
©

Solvency
Zone

GORBGOOEE®EIE ILOLGE@E@®E® =]

GO EIEIEIEILE) LTI EE L =]
@ L EEEIRIEIEE | | OO E =]

GOACGEEE®®[ | (eUHH®L]
GRRRGEEGBI[
€JlEICICIEIEICIOIOICIEN R
GRRGOOGEIEEE
eleinBEEERBEREE
CIEEMEENEEEEE

€lEICIEICIECICIOIGICIHEE
GOAHEEEEIGEILE

€lelClClClEIEICIOlCIelE

Figure 3. a) MAPI. Location of firmson the Solvency Map, made up of 12x12 training neurons. 1 to 36 are solvent firms;
37 to 74 (round neurons) contain information for one year prior to the incidence of bankruptcy. b) MAP I1. Showing, for
each neuron, which firm gives the strongest response. We can see two main areas, one consisting of neurons that have

tuned to the bankrupt companies, and the other of neurons that have tuned to the solvent ones.

The vison provided by these maps is not sufficient, in that we do not know how the grouping has
been carried out, which variables have been the most relevant in the decision taking process, €tc. It is often
the case that neura models are accused of acting like a black-box, in the sense that it is difficult to know
how the results have been obtained. A study of the synaptic weights will help us to determine which
variables dominate over one or other zone of the map. The synaptic weights maps indicate, for each ratio,
the weights which connect the neuron of the input layer associated to it with dl the neurons of the map.
Figure 4 8 shows the synaptic weights. We have codified their magnitude in different shades of grey. In



thisway it is easy to observe the relationships which exist between the input varigbles, thus alowing us to
distinguish regions on the map.

Maps | 1234
Low R4
Low
R3
Map V
High Profitability High
|
Liquidity
Map IV /}

3333333233111
13 3 33 33111 1 1
2 2243 11111 2 1
22224 11111 2 2
222311112 2 2 2
333 -3-4-41 2 2 2 3 3
333 -3-1-12 2 2 2 3 3
333 -1-1-1-12 2 2 2 3
333 -3-1-1-1-1-12 4 4
3 3-3-1-1-1-1-1-1-1 4 4
331 -1-1-1-1-2-1-2 4 4
411 -1-1-1-1-2 -2 -2 4 4

Figure4. a) Weight Maps 111 Every weight map is dedicated to one input variable; the weights that connect every

1,234
input variable (R1 to Rg) with all the neurons of the square output layer (12 X 12 neurons) are represented on every map,
their magnitude being coded in grey levels.

b) Map 1V. Showing, for each neuron, which financial ratio provokes the greatest response, in absol ute values.

¢) Map V. Regions obtained on the Solvency Map. From the study of the synaptic weights maps of the 4 ratios (Maps

111 and 1V) we can determine which variable dominate over one or other zone of the map.

If we compare the maps of Figure 4 with 3, that is to say, with the map which ddimitates the

bankrupt and solvent firms, we can see how the zone on the upper Ieft hand side groups those firms with
high Ry, R> and R3. The upper right hand zone of the map corresponds to high earnings ratios (Ry and Ry).

The lower right hand zone of the map are firms with high Ry, whilst the lower |eft hand zone corresponds
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to low values of the 4 ratios. Ratios 2 and 3 contribute with grestest clarity to the delimination of the
bankrupt region. As was expected, dmost al the firms that are found in the bankrupt zone show patterns
that are characterised by low earnings, whilst these are high for solvent ones. From the study of the
synaptic weights we can surmise a series of regions on the maps: high earnings, low liquidity, etc.

We can ddimit the regions with grester clarity by studying the absolute vaue of the synaptic
weights of each neuron, obtaining information on the variables which dominate in each region of the map.
Map 1V, represented in Figure 4b), indicates with respect to each neuron, which variable has become
gpeciaised in recognition, thet is to say, which pogtive or negative feature has impressed it most. From a
sudy of the Maps 111 and 1V we can findly determine the regions which make up Map V, represented in
Figure 4c). Two large zones have been determined, one made up of neurons which syntonize when faced
with high values of the rétios, and the other made up of neurons which speciaise in recognising firms with
deficient ratios. In both zones, which generdly coincide with the zones of solvency and bankruptcy,
subzones of high and low earnings, liquidity, etc. can be identified.

We know thét, in the neurd network, firms which are close to one another are firms which present
amilar patterns and thet, by way of a sudy of the synaptic weights, we can obtain regions on the map.
However, this might not be sufficient to clearly determine the frontiers between the firms. We can follow
the method proposed by Martin-del-Brio and Medrano [9] for automatic extraction of clusters by means
of SOFM. Imagine, for example, that we are interested in obtaining three clusters. Then, we treat the
synaptics weights of the 144 neurons as patterns of another neural network with only three neurons on the
output layer. In this way we force the selforganization of patterns into three groups. We can superimpose
the results onto Map 11 (Solvency Map) or onto Map V (Regions), thus obtaining Map VI of Figure 5, on
which firms with smilar financia characterigtics gppear in the same group. In this map we can see that the
Group 1 corresponds to bankrupt companies and that solvent companies belong to Group 3. Group 2 is
made up of bankrupt and solvent companies: thisis azone of indefinition with repect to which it would not
be prudent to make judgements on the firms which are grouped therein.
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Figure 5. MAP VI. Superimposition of the three clusters onto Map I11. The trace of the strongest line divides the

plane into solvent and bankrupt firms.

4. Integration of SOFM With Other Models

The Neurd System which we have described is, in itsdf, of great usefulness in the andyds of
financid information produced by companies. The financid Stuation of a particular firm will determine its
location on the map, but it must be taken into account that a firm can excite more than one neuron and can
do so with different levels of intendty. Furthermore, this modd dlows us: to sudy the evolutionin time of a
firm by introducing information from various accounting periods, to Stuae the firm in reaion to its
competitors, to develop sectora maps; to introduce additiona ratios or items such as saes or assets
figures, etc.

The Neurd System can be integrated in a broader decison making context, using different tools
provided by Artificid Inteligence and Statistics. We can combine SOFM with other mathematical models
gpplied to the prediction of corporate falure. From amongst dl these, without doubt the most popular is
Linear Discriminant Andyss (LDA). The objective of LDA is to obtain a Z indicator which discriminates
between two or more groups,

Z=7 A#X;
where Xj are the variables, in our case financid ratios and Aj are the parameters which it obtains.

LDA makes extensive demands on the structure of the data. It sarts from the premise that two
different populations coexist in the data set, one of failed and one of continuing firms. Both populations are
described by multivariate norma ditributions with the same variance- covariance matrices, dthough their
means are presumed to be different. This assumption is not totaly necessary, it is only required for
computational convenience since it results on linear classification rules that are easy to gpply in practice.
The assumption of common covariance structures can be relaxed, but there is a severe price to pay:
models become much more difficult to estimate and implement. For a discussion of the issues involved see

[4].

An LDA has been carried out on the data used in this work. Theresfter we have obtained, for each
firm, the Z score and we have then superimposed this indicator onto the sdforganizing map. This has
dlowed us to obtain some regions made up by firms whose solvency is smilar according to the said
multivariate andyss. These regions have been given the name isosolvency regions; they are four in
number and can be seen in FHgure 6a. Note that the two isosolvency regions higher than 7 belong to the
solvency zone and, smilarly, how the isosolvency region lower than 2 is included in the bankruptcy zone.
Findly, the central zone groups firms with Z score between 2 and 5.
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Figure 6. Isosolvent regions. @) Superimposition of the results of Linear Discriminant Analysis (LDA) on Map 1ll. b)

Superimposition of the results of Multilayer Perceptron (MLP) on Map I11.

Another neura modd, the Multilayer Perceptron (MLP), can also be used to obtain the isosolvent
regions. Thismode has the common objective with LDA of obtaining a Z indicator which can be used asa
measure of the solvency of the companies and is aso capable of separating non-linear patterns. Gdlinari,
Thiria, Badran and FogdmanSoulie [5] demondirate how in redity LDA is a particular case of the single
layer perceptron. What is more, MLP is a universa approximator of functions, as is demongtrated in
Hornick, Stinchcombe and White [6]. In fact, an MLP with one hidden layer is essentidly the same asthe
projection pursuit regresson. We used an MLP to complete the information on the isosolvency regions.
An MLP was trained with a hidden layer with 3 neurons and a sygmoid transfer function, providing an
output between O and 1, which is interpreted as a measure of solvency. By virtue of its greater
discriminatory power and the use of a sygmoid function in the last neuron, MLP obtains results which are
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in generd closeto O or 1. It only hesitates in the case of firms 11, 14, 20, 24, 30, 35, 42, 49, 55, 64, 66,
68, 71, 72 and 73 and these, which according to MLP do not clearly belong to one group or another, are
marked in Figure 6b. This alows us to obtain another zone of indefinition in the map.

With this DSS, and despite the complexity resulting from the combination of different todls, it is
very easy for afind user to evauate the solvency of an entity by introducing no more than the vaues of its
ratios. The modd shows us, firgt, whether the firm is in the solvency or bankruptcy zone and, by studying
the map of the regions, which financia festures sand out. Furthermore, it shows us to which cluster the
firm belongs and which firms present amilar ratios. Findly, it shows whether the firm belongs to one or
other of the isosolvency regions, according to LDA, and if it isa zone of indefinition, according to MLP.

A test was carried out with the financia ratios of the 55 firms of the test data set. Table 2 shows
the results obtained with the test by way of LDA, the single layer perceptron, the MLP used by [14] and
the MLP and the Athena neura model used by [15], as well as the score obtained by our own MLP. The
LDA obtained 41 out of 55 correct classifications, whilst the other models obtained 45 out of 55, an
accuracy of 81.8 %.

No MLP Other studies No MLP Other studies
1 0.99 29 0.03

2 0.96 30 0.03

3 0.99 31 0.12

4 0.99 32 0.06

5 1.00 33 0.00

6 1.00 34 0.05

7 0.99 35 0.33 * 0

8 0.87 36 0.36 * 0

9 1.00 37 0.00

10 1.00 38 0.16

11 0.98 39 0.71 * H#YRC
12 1.00 # @ 40 0.20 * #YR@
13 059 41 0.00

14 097 42 0.00

15 0.96 43 0.09

16 0.90 44 0.00

17 0.02 * H#YRCH 45 0.00

18 0.02 * HOR @ 46 0.58 * HOUR G
19 0.99 47 0.49 *

20 0.72 48 0.00

21 0.42 #UR $ 49 0.79 * HYROP
22 100 50 0.78 *H# &0
23 0.96 51 0.48 *

24 0.87 52 0.01

25 0.03 * HUROCP 53 0.08

26 100 54 092 * HYROP
27 0.98 55 0.40 *

28 058

* Misclassified by Linear Discriminant Analysis (LDA)
# Misclassified by Odom and Sharda Multilayer Perceptron (MLP)
% Misclassified by Rahimian et al MLP
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& Misclassified by Perceptron Model
@ Misclassified by Athena Model
$ Misclassified by our MLP

Table 2. The table shows the score obtained by the Multilayer Perceptron (MLP) and the results obtained with the test
by way of six different models.

The Sdf Organizing Neurd Network gpproach is demondrated by andysing the first firmin the
test data set. The ratios for this firm had not been used to train the network, thus no neuron in the output
layer is expected to exactly represent it. However, those output neurons associated with firms thet are very
amilar to the test firm, will be srongly stimulated, and those that are associated with dissmilar firms will
have low stimulation. We introduced the ratios for this firm onto the SOFM and we obtained the map
which gppears as Figure 7. The information which the DSS supplies is quite full and the neurons which are
dimulated by its presence are various. The intengty with which they are simulated is indicated in different
shades of grey. Note that nearly dl of them are neurons that are specidized in recognising solvent firms. To
be exact, the winner neuron isin the solvency zone which, from a study of the synaptic weights, is the zone
with a very high ratio number 2 and quite high ratios 1 and 3. With respect to the cluster andyss, the
winner neuron is found in the group Il which includes the solvent firms. Furthermore, the three or four
neurons which are in greatest syntony with pattern number 1 are in the zone of isosolvency closeto 10. On
the basis of dl this we can conclude thet it is a solvent firm.
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Figure 7. Test firm number 1. The intensity with which the neurons are stimulated is indicated in different shades of

grey. Thefigure shows atypical screen of the computer software devel oped.

It is difficult to spesk of Type | and Type Il erors given that, in order to consder a firm as
potentialy solvent or bankrupt, we must take various criteria into account, namely the zone of the map,
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isosolvency regions, the cluster to which it belongs, etc. and, for reasons of space, the maps provided by
the 55 firms have not been reproduced; what is shown, in Figure 8, is the winner neuron for each one of
them. The mgority of the firms are correctly classfied in a percentage smilar to that obtained by earlier
quoted works. In generd, those firms which are badly classfied by discriminant analyss and supervised
neural models appear in the indefinition zone of the map. Thus, firms 17, 35, 36, 39, 47, 51 and 55 are
found in the doubtful isosolvency region. The andyst may have the last word in, for exanple, the granting
of loans to these firms. The true mistakes are firms 18, 25 and 54. The error should not be imputed to the
model, but rather to the information supplied; there are firms with smilar ratios but that have had a very
different fate, in that some went bankrupt but others did not. On the map, the firms with Smilar rétios are
neighbours, but one of them can lie out of its correct zone. Therefore, the emphasis should be placed on
the selection of the variables, which do not necessarily have to take the form of accounting information.

] Sdf-organizing Solvency Map
[ Financial Features

O Cluster

[ Z-PLUS Discriminant

X Z-PLUS Multilayer Perceptron

E=D) (cae)

Figure 8. Winner neuron of all of the firmswhich make up the test.

V. Conclusons

This paper has discussed the gpplication of a neurd mode, namey the Sdf Organizing Fegture
Maps, to the andyds of financid information. This modd makes a projection of a multidimensond input
space over a plane, presarving its topologica characterigtics, in such a way that points which are close to
one ancther on the plane correspond to sSmilar input patterns. The use of neura modds must be
complemented with a datisticd study of the available information. On this basis, we have developed a
complete DSS for the andyss of accounting statements, which includes Linear Discriminant Andyss
(LDA) and Multilayer Perceptron (MLP) to delimit the isosolvency regions. The modd dlows for the
cross sectiond analysis of ratios or other financid variables, aswdl astime series andyss.
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The proposed DSS goes beyond traditiond Z andysis and provides agraphic intuitive vison which
supplies information on the risk of bankruptcy, the financid characteridtics of the firm and the type of firm it
resembles. The flexibility of the neurd modd to combine with and to adapt to other structures, whether
neurd or otherwise, augurs a bright future for this type of modd. Its combination with other neura toals,
Expert Systems or datistics, leads us to bdieve that in the near future it can play an important role in the
decision making process.
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Figure Legends

Figure 1. Sdf Organizing Neurd Network with m neurons in the input layer and n*n, neurons in the
output layer. Each neuron in the output layer has m connexions wij (Synaptic weights) to the input |ayer.

Figure 2. Proposed method of work with Self Organizing Maps.

Table 1. Financid ratios employed, Wilks Lambda and Univariate Fratio with 1 and 72 degrees of
freedom. Ratio number 5 has low capacity to discriminate between solvent and bankrupt firms.

Figure 3. @ MAP . Location of firms on the Solvency Map, made up of 12x12 training neurons. 1 to 36
are solvent firms; 37 to 74 (round neurons) contain information for one year prior to the incidence of
bankruptcy. b) MAP I1. Showing, for each neuron, which firm gives the strongest response. We can see
two main aress, one congisting of neurons that have tuned to the bankrupt companies, and the other of
neurons that have tuned to the solvent ones.

Figure 4. d) Weight Maps 11, 54, Every weight map is dedicated to one input variable; the weights that

connect every input variable (Ry to Ry) with al the neurons of the square output layer (12 X 12 neurons)
are represented on every map, their magnitude being coded in grey levels.

b) Map IV. Showing, for each neuron, which financid ratio provokes the greatest response, in absolute
vaues.

c) Map V. Regions obtained on the Solvency Map. From the study of the synaptic weights maps of the 4
ratios (Maps 111 and 1) we can determine which variable dominate over one or other zone of the map.

Figure 5. MAP VI. Superimpogtion of the three clusters onto Map II1. The trace of the strongest line
divides the plane into solvent and bankrupt firms.

Figure 6. Isosolvent regions. @ Superimposition of the results of Linear Discriminant Andysis (LDA) on
Map I11. b) Superimposition of the results of Multilayer Perceptron (MLP) on Map I11.

Table 2. The table shows the score obtained by the Multilayer Perceptron (MLP) and the results
obtained with the test by way of sx different models.

Figure 7. Test firm number 1. The intengty with which the neurons are stimulated is indicated in different
shades of grey. The figure shows atypical screen of the computer software devel oped.

Figure 8. Winner neuron of dl of the firms which make up the test.
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Tables

Financial Ratio Wilks Lambda F-ratio  Sgnificance

R1 Working Capita/Total Assets 0.82 15.57 0.0002
R>  Retained Earnings/Total Assets 0.59 50.09 0.0000
R3 Earnings Before Interest and Tax/Total Assts 0.57 54.44 0.0000
R4 Market Vaue of Equity/Total Debt 0.92 6.16 0.0154
Rs Sdes/Total Assets 0.98 1.46 0.2314

(Table 1, up. Table 2, down)

No MLP Other studies No MLP Other studies

1 0.99 29 003

2 0.96 30 003

3 0.99 31 012

4 0.99 32 006

5 1.00 33 000

6 1.00 34 005

7 0.99 35 033 * %%

8 0.87 36 036 * %%

9 1.00 37 000

10 100 38 016

11 098 39 071 * HYRGH

12 100 # @ 40 020 * HYR@

13 059 41 000

14 097 42 000

15 09 43 009

16 090 44 000

17 002  *#HUR@ 45 000

18 002  *#HUR@S 46 058 * HYRES

19 09 47 049 *

20 072 48 000

21 042 #U& $ 49 079 * HYRES

22 100 50 078 *# &@

23 0% 51 048 *

24 087 52 001

25 003  *HYRG@ 53 008

26 100 54 092 * #YRGH

27 098 55 040 *

28 058

* Misclassified by Linear Discriminant Analysis (LDA)

# Misclassified by Odom and Sharda Multilayer Perceptron (MLP)
% Misclassified by Rahimian et al MLP
& Misclassified by Perceptron Model

@ Misclassified by Athena Model
$ Misclassified by our MLP
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